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1 Motivation
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1 Motivation

Formalities

Prerequisites
(I) Physics

Hamiltonian

Gibbs-Boltzmann distribution

Gibbs entropy

Ising model

(II) Probability theory

probability distribution function

random walk

central limit theorem

Markov chain (master
equation)

Time and Requirements
Seminar time: Thursdays, 15:15 (planned)

seminar talk with some interactive part
(demonstration using Jupyter notebook, blackboard proof, . . . )

written report

active participation in the seminar
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1 Motivation

Neurons
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2 Topics

1 Introduction to neural networks

2 Learning and minimization

3 Single-layer-networks – the perceptron

4 Deep and convolutional neural networks

5 Hopfield model and memory

6 Generative models and Boltzmann machines
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10 Topics
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